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Motivation

● The desirable behavior of LLMs differs by culture, country, and time period.

● We introduce National Alignment, which measures how much an LM is aligned with a targeted country.
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National Alignment 
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Social Values
collective viewpoints of a nation’s citizens on critical 

issues to their society

Common Knowledge
common knowledge broadly recognized and 

understood by populace, often considered as basic 
knowledge



KorNAT

● We constructed KorNAT (Korean National Alignment Test), the first benchmark that measures national 

alignment with South Korea.
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● Samples are in a multiple choice question format.

● Our dataset is meticulously designed based on a 
survey theory, involving over 6,000 survey 
participants, and undergoing multiple rounds of 
human revisions. 

● KorNAT passed a thorough evaluation against both 
qualitative and quantitative standards by TTA, a 
government-affiliated organization tasked with 
assessing dataset quality.



KorNAT Curation
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KorNAT Curation
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Alignment Score

Social Value Alignment
● Social Value Alignment (SVA)

○ responses ratio of the predicted option

● Aggregated Social Value Alignment (A-SVA)

○ SVA from aggregated agreement response ratio

● Neutral-processed Social Value Alignment (N-SVA)

○ SVA with changing questions that does not have majority-voted agreement as neutral

Common Knowledge Alignment
● Accuracy
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Experiment

Social Value Alignment
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● Best Score: maximum achievable score under each scenario

● All-Neutral: score when a model answers ‘Neutral’ for all questions

● PaLM-2 achieves the best score in SVA and A-SVA, whereas HyperCLOVA X achieves the best 

score in N-SVA



Experiment
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Common Knowledge Alignment

● Mathematics and Science, which are typically perceived as having universal relevance, got 

average score of 0.333 and 0.468, respectively.

● All models achieved high scores in English than Korean, indicating a closer linguistic familiarity 

with English than with Korean. 

● Higher performance of HyperCLOVA X suggests that models specifically trained on Korean 

context are effective at capturing Korean common knowledge.



Future Plan

10


